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APS BEAMLINE COMPUTING INFRASTRUCTURE
§ APS: 67 beamlines today (42 XSD, 25 

CAT)
§ Separate network infrastructure for XSD 

and CAT beamlines
§ All beamlines have some local computing 

and storage resources
§ Centrally managed infrastructure:

– Beamline NetApp Storage
– Voyager: medium/long term storage 

system
– Virtualization clusters 
– Orthros: HPC cluster
– Database applications (ESAF DB, BSS)
– Data Management System
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NET
§ Separate networks for XSD and CAT beamlines
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NETWORK INFRASTRUCTURE

Each data transfer node for the 
central storage system has 40G link

6 XSD beamline switches have 
40G links to core switches Most beamline/LOM 

switches have 10G links to 
core switches



BEAMLINE NETAPP STORAGE
§ Used as primary NAS storage for beamline users 

and data
§ Four 2-node appliances in a cluster: 

– 3 appliances provide SATA storage (FAS 8040 & FAS 
8200, 750 TB) 

– 1 appliance provides SSD storage (AFF-A300, 15 TB)
§ Supports NFS and CIFS
§ No predetermined storage allocation per beamline

– Storage is allocated on a first come, first served basis
– Each beamline has its own Storage Virtual Machine 

§ Using thin provisioning, deduplication, 
compression, snapshots

4

BEAMLINE NETAPP STORAGE

NetApp FAS 8200



VOYAGER: APS DATA STORAGE SYSTEM
§ GridScaler GS14KX file storage 

appliance
– IBM Spectrum Scale (formerly GPFS) 

high performance filesystem
– 2 controllers, each controller running 2 

VMs (GPFS servers)

§ 430 12TB disks, 4.1PB of usable 
storage

§ Current system has 10 enclosures, 
room for 900 disk drives (8.5PB of 
storage)

§ It can be expanded up to a total of 20 
enclosures (1800 drives, about 17PB 
of storage)  
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§ Data Transfer Nodes: 1 Intel Xeon 6144 3.5GHz CPU, 128GB 
RAM, 40 Gbps ethernet link, 56 Gbps Infiniband, 2 x 400GB 
SSD drives (mirrored):

– 2 for APS XSD beamlines
– 2 for APS CAT beamlines
– 2 for APS to ALCF data transfers
– 2 for External access via Globus Online

§ External users/collaborators retrieve data using Globus Online



VIRTUALIZATION RESOURCES
§ HPE ProLiant Blade System: 2 x c7000 chassis in an active/active 

H/A configuration)
§ 26 hypervisors: HPE ProLiant BL460c blade servers, gen 8, 9, 10

– Dual CPU, 36 hyper-threaded cores per CPU
– Between 128 GB and 512 GB RAM

§ Two HPE 3Par storage arrays (each has two controllers):
– Model 7440c, 110TB SAS and 10TB tiered SSD storage, used as primary 

SAN storage for virtual servers
– Model 8440, 40TB SSD storage, used as boot drives for virtual servers

§ Hypervisor nodes support 8 virtual clusters:
– General purpose (2 hosts)
– BCDA (beamline control system support; 2 hosts)
– XSD dserv cluster (distributed network services for XSD beamlines; 6 hosts)
– CAT dserv cluster (distributed network services for other beamlines; 2 hosts)
– XSD Data Management cluster (4 hosts)
– CAT Data Management cluster (2 hosts)
– DMZ cluster (Internet-accessible services for XSD beamlines; 2 hosts)
– Development cluster (6 hosts, including warm spares for all clusters)
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HPE ProLiant c7000 Enclosure 

HPE 3Par Family 



ORTHROS: APS ON-DEMAND ANALYSIS CLUSTER
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§ SGE batch scheduler
§ 85 compute nodes, 1060 CPU cores
§ Each node has a minimum of 64GB RAM, newer 

nodes have 128-192GB RAM
§ Compute nodes dedicated to each user/beamline

– Provides instant access for fast job turnaround
– Allows scientists to adjust experiment parameters in 

near real-time
– Compute nodes are configured for specific analysis 

techniques (e.q., more memory and/or more cores)

§ External users/collaborators retrieve data using 
Globus Online

– 2 DTNs for Public Internet access
– 2 DTNs for the Science DMZ

§ 650TB Lustre Filesystem
– Enterprise class storage with redundant controllers
– Supported by NFS, SMB and GridFTP

§ Example Usage: 8-ID-I
– 11 dedicated nodes
– running about 100 jobs per day over the last 4 months 

(from 10/19 through 01/20)



APS DATA MANAGEMENT SYSTEM

§ DM software is designed to help beamlines with 
various data management tasks

§ Storage area management: movement of 
acquired data from local storage to a more 
permanent location, data archival, etc.

§ Enabling users and applications to easily find 
and access data: metadata and replica catalog, 
remote data access tools

§ Facilitating data processing and analysis with 
automated (in real-time) or user-initiated 
processing workflows
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DM USER INTERFACES
§ Web browser access to the DM Web Portal, Nagios web 

pages, beamline Metadata Catalog, and Globus Online (for 
remote data access)

§ Python REST services are accessible via DM Python and 
Java APIs

– DM Python modules available as Conda packages
– Easy access to ESAF DB and Beamline Scheduling System 

§ Workflow engine provides 0MQ interfaces for job 
submission

§ Extensive set of command line tools
− Built on top of Python APIs
− Session based
− Fully scriptable
− Online usage documentation (--help option)

§ DM Station GUI
− Implemented in PyQt
− Uses Python REST APIs
− Easiest way to start using the system
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DM WORKFLOWS
§ Can be used to fully automate data acquisition and processing 

pipelines on APS beamlines
§ Generic framework that can handle both automated real-time 

processing, as well as user-initiated processing and analysis of 
data

§ Seamless integration with the rest of the DM system components
§ Workflow definitions are described as Python dictionaries and kept 

in Mongo DB
§ DM workflow is a collection of processing steps executed in order
§ Each processing step is associated with an (arbitrary) executable
§ Support for input/output variables
§ Processing steps are automatically parallelized if possible
§ Support for batch jobs
§ Support for processing multiple files with a given workflow
§ Job monitoring is done by polling the service and generating web 

pages
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PROCESSING @ 8-ID-I
§ 8-ID-I uses X-ray Photon Correlation Spectroscopy 

technique (XPCS) for the studies of equilibrium 
fluctuations and fluctuations about the evolution to 
equilibrium in condensed matter in the Small-Angle 
X-ray Scattering (SAXS) geometry 

§ SPEC software is used for instrument control and 
data acquisition

§ For every raw data file SPEC scripts start DM 
processing job based on one of the implemented 
workflows

§ Beamline has 35+ different workflows 
§ In a high throughput mode, new file is processed 

every 4-5 seconds, with up to 5K jobs per day
§ NERSC Workflow:

– Acquires auth tokens
– Copies needed data files from APS to NERSC
– Prepares/submits/monitors Slurm job
– Copies results back
– Cleans up
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DATA ACQUISITION & REAL-TIME PROCESSING
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DM SYSTEM AND VOYAGER STORAGE USAGE
§ October 2015: First DM software deployment at 6-ID-D
§ December 2016: 5 beamline deployments, about 150 TB used storage 
§ January 2020: more than 35 beamline deployments, about 1.1 PB of used storage space, over 2400 

experiments in DM DB
§ 1-ID Beamline: over 300 experiments in DM DB, about 300TB storage space used (mostly compressed), 

over 30M cataloged files
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APS UPGRADE
§ X-ray detector capabilities are constantly improving:

bigger frames, higher frame rates => more raw data
§ APS Upgrade: Higher brightness => more x-rays can be 

focused onto a smaller area => more raw data in greater 
detail and less time
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§ 8-ID-I Beamline (XPCS): 
– Lambda 750K detector, 1.5MB frame, 2000 fps => about 300 

MB/s data rate (about 10% non-zero pixels)
– Production rates today: 1-2TB/week on the average, 8-

10TB/week maximum (compressed data)
– Rigaku 500K detector: 50K frames per second, can sustain 

1GB/s data rate

APS double bend lattice 

APS-U 7-bend achromat lattice

𝜺 ∝
𝑬𝟐

(𝑵𝑫𝑵𝑺)𝟑

ND = # dipoles/sector
NS = # sectors APS-U Schedule



CAN ANALYSIS KEEP UP WITH DATA?
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Analysis Estimates

Over 2 days needed to 
reconstruct 95TB dataset using 
200GPUs 

Ptychography @ APS-U: 
Anticipated data volume of over 
600TB per day 

Data rates and analysis estimates provided by J. Deng



SUMMARY



FUTURE WORK
§ Challenges ahead:

– Increasing data rates and volumes
– Increasing need for faster algorithms, more computing power, and more efficient utilization of existing resources

§ Many APS beamlines are working on improving their reconstruction code (D. Gursoy)
§ Ongoing effort to understand computing and data requirements for APS-U beamlines (N. Schwarz)
§ This will provide crucial input into facility plans for computing and data management after APS-U 

machine comes online
§ Computing:

– Ongoing work towards understanding how to make best use of external computing resources (ALCF, NERSC, etc.)
– Consolidate APS HPC/GPU cluster resources
– Develop better cluster configuration: enable resource sharing, job preemption
– Deploy cluster monitoring tools
– Invest into user training to enable more effective usage of cluster resources
– More effort for automating beamline data acquisition and real-time processing pipelines

§ Data Management:
– Add support for data archiving  (ALCF); automate movement of older data to archive
– Enhance workflow and processing job management capabilities (DM Station GUI, Web Portal) 
– System monitoring enhancements (provide easy real-time access to system usage information)
– Packaging/installation improvements (Conda-based), better user documentation
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ADDITIONAL SLIDES



DM SITE SERVICES
§ DM Database (PostgreSQL)

– Maintains information about users, experiments, and beamline 
deployments

§ Storage Management Service (Python, REST)
– Runs on storage head nodes
– Controls storage file system permissions, which enables data 

access for remote users

§ APS DB Service (Python, REST)
– Enables easy access to APS ESAF and GUP information

§ Web Portal (Java EE, Glassfish)
– Experiment management
– Support for beamline deployments

§ Automated utilities for synchronizing DM user 
information with APS User Database
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DM STATION SERVICES
§ Each beamline deployment (“DM Station”) includes several Python services: 

DAQ Service, Metadata Catalog, AD Image Service, Workflow Engine
§ Data Acquisition Service 

– Responsible for data uploads and for monitoring local file storage

22

§ Metadata Catalog (Mongo DB)
– File metadata are arbitrary key/value pairs
– Each experiment has its own file metadata collection

§ AD Image Service
– Attaches a PV Access monitor to Area Detector PVA Server plugin channel 
– Can save images in JPEG, HDF5, SDDS formats; more can be added if needed 
– Uses PvaPy (EPICS7 Python API that wraps C++ libraries)
– Can keep up with a fully saturated 10Gbps link
– Actual data rates depend on storage capabilities and the chosen image format (i.e., the efficiency of the underlying 

Python libraries)

§ Workflow Engine provides support for managing user-defined workflows, as well as for submitting and 
monitoring processing jobs based on those workflows

– Generic framework that can handle both automated real-time processing, as well as user-initiated processing and 
analysis of data 



DM MONITORING
§ Every DM service has a set of monitoring interfaces that enable external applications to find out about its 

state
§ These are used by the custom Nagios plugins that provide up-to-date information about the health of the 

DM station deployments
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