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APS BEAMLINE COMPUTING INFRASTRUCTURE

ARGONNE NATIONAL LABORATORY 400-AREA FACILITIES

= APS: 67 beamlines today (42 XSD, 25 ADVANCED PHOTON SOURCE

(Beamlines, Disciplines, and Source Configuration)
CAT) ADVANCED PROTEIN CHARACTERIZATION FACILITY
CENTER FOR NANOSCALE MATERIALS

= Separate network infrastructure for XSD
and CAT beamlines

= All beamlines have some local computing
and storage resources

= Centrally managed infrastructure:
— Beamline NetApp Storage
— Voyager: medium/long term storage
system
— Virtualization clusters
— Orthros: HPC cluster
— Database applications (ESAF DB, BSS)
— Data Management System
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NETWORK INFRASTRUCTURE

= Separate networks for XSD and CAT beamlines
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6 XSD beamline switches have
40G links to core switches
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DTN DATA/Network Connections
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Each data transfer node for the
central storage system has 40G link

Most beamline/LOM
switches have 10G links to
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BEAMLINE NETAPP STORAGE

» Used as primary NAS storage for beamline users
and data
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» Four 2-node appliances in a cluster:
— 3 appliances provide SATA storage (FAS 8040 & FAS

8200, 750 TB)
— 1 appliance provides SSD storage (AFF-A300, 15 TB)

= Supports NFS and CIFS

= No predetermined storage allocation per beamline
— Storage is allocated on a first come, first served basis
— Each beamline has its own Storage Virtual Machine

» Using thin provisioning, deduplication,
compression, snapshots

NetApp FAS 8200
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VOYAGER: APS DATA STORAGE SYSTEM

56Gb/s Infiniband Network 40Gb/s Ethernet Interfaces

» GridScaler GS14KX file storage
appliance

— IBM Spectrum Scale (formerly GPFS)
high performance filesystem

APS XSD
Network
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— 2 controllers, each controller running 2
VMs (GPFS servers)
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= 430 12TB disks, 4.1PB of usable i‘gA ]
Storage Data Direct Networks 8 links ‘ m s
= Current system has 10 enclosures, DatStage Agplsts A
room for 900 disk drives (8.5PB of = Data Transfer Nodes: 1 Intel Xeon 6144 3.5GHz CPU, 128GB
storage) RAM, 40 Gbps ethernet link, 56 Gbps Infiniband, 2 x 400GB
= |t can be expanded up to a total of 20 SSD drives (mirrored):
enclosures (1800 drives, about 17PB — 2 for APS XSD beamlines
of storage) — 2 for APS CAT beamlines

— 2 for APS to ALCF data transfers
— 2 for External access via Globus Online

= External users/collaborators retrieve data using Globus Online
5 Argonne &
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VIRTUALIZATION RESOURCES {PE ProLiant 67000 Enciosure

HPE ProLiant Blade System: 2 x ¢c7000 chassis in an active/active
H/A configuration)

26 hypervisors: HPE ProLiant BL460c blade servers, gen 8, 9, 10
— Dual CPU, 36 hyper-threaded cores per CPU
— Between 128 GB and 512 GB RAM

Two HPE 3Par storage arrays (each has two controllers):
— Model 7440c, 110TB SAS and 10TB tiered SSD storage, used as primary
SAN storage for virtual servers
— Model 8440, 40TB SSD storage, used as boot drives for virtual servers

Hypervisor nodes support 8 virtual clusters:
— General purpose (2 hosts)
— BCDA (beamline control system support; 2 hosts)
— XSD dserv cluster (distributed network services for XSD beamlines; 6 hosts)
— CAT dserv cluster (distributed network services for other beamlines; 2 hosts)
— XSD Data Management cluster (4 hosts)
— CAT Data Management cluster (2 hosts)
— DMZ cluster (Internet-accessible services for XSD beamlines; 2 hosts)
— Development cluster (6 hosts, including warm spares for all clusters) HPE 3Par Family
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ORTHROS: APS ON-DEMAND ANALYSIS CLUSTER

= SGE batch scheduler

Orthros Configuration
= 85 compute nodes, 1060 CPU cores
. Public Internet and Science DMZ
= Each node has a minimum of 64GB RAM, newer
nodes have 128-192GB RAM
_ _ 1agEthameton i XRAY Network
= Compute nodes dedicated to each user/beamline —
iy =1 10G Ethenet on
— Provides instant access for fast job turnaround — eachserver
— Allows scientists to adjust experiment parameters in == \ B o s
near real-time = G o
— Compute nodes are configured for specific analysis == > (] e
techniques (e.q., more memory and/or more cores) — 85 Compute
— Nodes
= External users/collaborators retrieve data using —
Globus Online

— 2 DTNs for Public Internet access

— 2 DTNs for the Science DMZ
» Example Usage: 8-ID-I

= 650TB Lustre Filesystem _ 11 dedicated nodes
— Enterprise class storage with redundant controllers — running about 100 jobs per day over the last 4 months
— Supported by NFS, SMB and GridFTP (from 10/19 through 01/20)
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APS DATA MANAGEMENT SYSTEM

» DM software is designed to help beamlines with
various data management tasks

Users log-in to

. APS Users and Collaborators
= Storage area management: movement of globus.0rg to

acquired data from local storage to a more pransfer their
permanent location, data archival, etc. ,

» Enabling users and applications to easily find Q/\ NH_\;
and access data: metadata and replica catalog, i\L

remote data access tools

» Facilitating data processing and analysis with APS Voyager
automated (in real-time) or user-initiated
: Files are transferred to Globus tracks
processing workflows a Globus Endpoint. shared files and
Access permissions maintains
are set for individuals permissions.
and groups.
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APS Data Management System
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DM USER INTERFACES

/

DM Client
. Requests
= Web browser access to the DM Web Portal, Nagios web
pages, beamline Metadata Catalog, and Globus Online (for
remote data access) . DM Moni
y Syste
= Python REST services are accessible via DM Python and
IL: 1, View Files
Java APIS _— —— Back Wilkinson2018 Settings e
B S ’}‘;;L‘:‘;mm Badge First Last Email
— DM Python modules available as Conda packages S5S sl el e it
. . Slm < .
— Easy access to ESAF DB and Beamline Scheduling System™ o T e e e ey
o ada | XMD. V| 4 012345678 |Kathy parkins | kparkins@un
H . . . - By =i .5 123456789  |Patrick  |Emer | pelmer@it edu‘
= Workflow engine provides OMQ interfaces for job = T
. H 2w o Data Directory:
submission : : Lo
B - . Additional Paramett
[ s - [Param1:value1,param2 2 )
= Extensive set of command line tools = g S ——
“" dmadmins6bmdm>
. > File M: dmadmfn@sﬁbmdm dm-6bm-daq -h
- BUI't on tOp Of Python APIS C Fie Mereger u“gzl'n»ﬁbm—daq —exper —data-director TORY
—duration=DURATION]
H Colecton | spshoas e je{;;:::::{jzgﬂ-?lﬁ:ﬂgzn-uPLUADDATABIREC[(]RYMEXIT]
- Sesslon based Path  /gdata/dm/ ::E;:zg;f:;t’;z:;ecmr;—nn—exit;uPLnADDESTDIRECmRYmEXIT]
-—proce?s—exis(mg] .
F I I . b | w?izorkf\w] ob—wner:wﬂ:l(;g;:;mﬂﬂ] OUOMER
- U y Scrlpta e e Size &) share ) [—workflow-args="keyl:valuel key2:value2 ..."]
. . ) 118M > %\ Transfer or Sync to. Searc| :skip:plugins:SKIPPLUGlNS]
— Online usage documentation (--help option) > [ s L e
i SRS
= DM Station GUI : S .
keyl:valuel, key2:value2, ...]
— Implemented in PyQt - : AU . cperimet an s G 5 cperisent o ot st 4 i
’ be added to the D database. If List of Users or proposal i 1o specified, this
1D y QD Getlink command will also add roles for all users listed on the proposal.
Uses Python REST APIs > | © mewmrcomon - S———
H H 270 > . Experiment name.
— Easiest way to start using the system > Tt ety
2D > Mg—gzxggi;ec(urFDESTDIRECTDRV
Deitination directory relative to experiment root
(ZENERGY (ot - T TS g i 1 s e pcitios i s 0

—upload-data-directory-on-exit=UPLOADDATADIRECTORYONEXTT
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DM WORKFLOWS e

Viewing Collection: 8idiuser-workflows

= Can be used to fully automate data acquisition and processing
pipelines on APS beamlines T

@ - O %l Q se m#@e o =

. H dd ouner stages. description name.
= Generic framework that can handle both automated real-time i
o
" . g . . "lis:slﬂs:‘ of..}
processing, as well as user-initiated processing and analysis of e
d at a 500057138425 10T aa7 40t Setuser {POS5-04 NERSE Wordiow (oest O NERSC
of
g )
}
=S I int i ith th t of the DM syst t
eamiess integration wi e rest ofr the system components s
= Workflow definitions are described as Python dictionaries and kept
in Mongo DB )
= DM workflow is a collection of processing steps executed in order =~ === e
» Each processing step is associated with an (arbitrary) executable
Output timestamp: 2018/09/26 17:57:21 CDT
. . Number of processing jobs: 144
= Support for input/output variables . B
2018/09/26 17:56:06 CDT B137_PI2 hetero 1 step2 10mm Strain010_att0 Lq0_056 19275543 running 5-Monitor ~69.58 ~ 57023b6
. . . . . zuls/us/zs17f22i45cDTzola/owzs17f24fu7CDTB137,?12,heterof1,soepz,1umm,sn—amolo,atto,Lqu,uss 19275521 done  6-CopyBack 82.02 1637058
n Processmg Steps are automahca”y para"ehzed if pOSSlble 301510512 165225 CDT 201610626 155511 CDT AUS1 somple 01 Tondog shew £ INDENA Op2ode 053 10275493 dome._5-CopyBack 4550 _ becseoe
2018/09/26 16:48:58 CDT|2018/09/26 16:50:07 CDT 1021 _sample8_Gi lond5deg_2kev_f3 1p0EN4 0p26deg 052 19275481 failed |2XPCS  |11.56 ||
2018/09/26 16:42:35 CDT 2018/09/26 16:43:08 CDT A021_sample8 Gi Iond5deg 2kev f3 1pOEN4 0p26deg 051 19275466 done  6-CopyBack 33.48  a7ef69fa
. 2018/09/26 16:37:19 CDT 2018/09/26 16:37:58 CDT A021_sample8 Gi lond5deg 2kev f3 1pOEN4 Op26deg 050 19275437 done  6-CopyBack 39.20  18el6ad:
= Support for batch jobs e e L somie 1 o
2018/09/26 16:11:45 CDT 2018/09/26 16:12:50 CDT A021_sample8 Gi lond5deg 2kev f3_1pOEN4 Op26deg 047 19275378 done  6-CopyBack 64.78  d132f21%
2018/09/26 12:22:28 CDT 2018/09/26 12:23:44 CDT A021_sample8 Gi lond5deg 2kev f3 1pOEN4 Op26deg 046 19275345 done  6-CopyBack 75.74  80f892c
. . . . . 2018/09/26 12:10:59 CDT 2018/09/26 12:12:15 CDT A021_sample8_Gi lond5deg 2kev f3 1p0EN4 0p26deg 045 19275321 done  6-CopyBack 75.59 ~ 99fec5bs
= Support for processing multiple files with a given workflow — iseeeiisascorvine s eon ot o s s & daes s it tosirions ecommoc ot ssns
Output timestamp: 2018/09/26 17:57:21 CDT
| |

Job monitoring is done by polling the service and generating web
pages
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PROCESSING @ 8-ID-I

= 8-ID-l uses X-ray Photon Correlation Spectroscopy  rme: rescoame.

‘owner': 'Bidiuser’,
‘description’: "NERSC Example Workfiow',

technique (XPCS) for the studies of equilibrium frii

'01-START": { o
fluctuations and fluctuations about the evolution to e s
equilibrium in condensed matter in the Small-Angle e e
X-ray Scattering (SAXS) geometry — ——
= SPEC software is used for instrument control and tormer-ooom: e v S
data acquisition DTS, e s T

h
'05-COPY-INPUT-HDFS'": {

= For every raw data file SPEC scripts start DM commend. -8 s34 s wspudsesnrcDmcant
'06-COPY-INPUT-IMM': {

processing job based on one of the implemented ‘command’ sync-ar- s ol SImmDiSimmFlle SnerscDinAccount SnersclobDi

h
'07-SUBMIT-CORR': {

WO rkfl OWS :'ssh-q i roxyFile $nerscl *sbatch -J $ners -e $nerscJobDir/$ err
-0 $nerscJobDir/$i out SnerscJobDir/$ $nerscF ir/$inputHdf5File $SnerscJobDir/$immFile™',
‘outputVariableRegexList’: [
i batch job (?P: Jobld>.")",

= Beamline has 35+ different workflows ]

h
'08-MONITOR-CORR': {

. . . 5 job-status.sh $ roxyFile $nerscl $nersc, $ners:
= In a high throughput mode, new file is processed crpmeaea o
. . ‘Job .* exited: (?P<nerscJobExited>.")',
every 4-5 seconds, with up to 5K jobs per day o e (ot Ea
TopeatUmi - ~SnerscJobEited” — True®
= NERSC Workflow: e
: va-copv.aum
—_ Acqu"'es auth tokens i ‘command': 'ssh -q $orthrosUserAccount *mkdir -p S$orthrosJobRunDir* && rsync -ar roxyFile JserA JobRunDir'
- COpleS needed data flleS from APS tO NERSC ;10';30"::5-:;:8'[;;18-;(SonhmsUseercountrsync -ar -e \\\"ssh -i roxyFile\\\" $nerscDtnAs iitsDir $orthrosUserDataDir*
— Prepares/submits/monitors Slurm job ol e 11 Sneracdobr"
— Copies results back o '
— Cleans up

7%, U.S. DEPARTMENT OF _ Argonne National Laboratory is a
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DATA ACQUISITION & REAL-TIME PROCESSING

: Write Raw Image Flle to Local Storage
: Monitor DAQ Folder

: Transfer Image Flle to APS Storage
: Catalog Image Flle Metadata

: Submit Processing Job

: Image File Notification

: Run Processing Workflow

8a: Process Raw Image Data

8b: Write Processed Flle

8¢: Request Upload of Processed Flle
9 : Transfer P Flle to APS S
10: Catalog Processed Flle Metadata
11: Processed Flle Notification

BNONBWN -
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DM SYSTEM AND VOYAGER STORAGE USAGE

October 2015: First DM software deployment at 6-ID-D
December 2016: 5 beamline deployments, about 150 TB used storage

January 2020: more than 35 beamline deployments, about 1.1 PB of used storage space, over 2400
experiments in DM DB

1-1D Beamline: over 300 experiments in DM DB, about 300TB storage space used (mostly compressed),
over 30M cataloged files

e Voyager Storage Usage

€)>Cc @ @ & htps://sliddm.xiay.aps.anl.gov:8182/db/dm/ Az YinoD @ =

@ Mongo Express  Database: d 1200
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Database Stats
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APS U PG RAD E APS Today ) APS Upgrade

600

= X-ray detector capabilities are constantly improving: L .
bigger frames, higher frame rates => more raw data g = - 20
= APS Upgrade: Higher brightness => more x-rays can be |- f 0
focused onto a smaller area => more raw data in greater i & S0
detail and less time I 0y
= 8-ID-I Beamline (XPCS): a5 o w0 o00-500 0 00 60
— Lambda 750K detector, 1.5MB frame, 2000 fps => about 300
MB/s data rate (about 10% non-zero pixels) ] mams o9 mao0 mou | raoz  Raos | Rao
— Production rates today: 1-2TB/week on the average, 8- T e &> W
10TB/week maximum (compressed data) Miestones Srocranert orpits
— Rigaku 500K detector: 50K frames per second, can sustain storsse Rng & esanne Remo Comped O
1GB/s data rate ntgrated Sytem Tt Wi e
———
= TN
_E - f : -
£ (NpNy)3 ~70-fold __ ‘ w5
reduction in —— ocwemen: [
horizontal InsatationTest [
emittance e o [

Np = # dipoles/sector N g
Ns = # sectors 1,'/
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CAN ANALYSIS KEEP UP WITH DATA?

Ptychography data rates and data volumes

Today 1-3 years 5-10 years 11
Diffraction pattern size (MB) 29 3b) 3 PtyChog raphy @ APS u:
Acquisition rate (frames/s) 100! 1000 50000° AntICIpated data volume of over
‘Compression rate 10 10| 10
Data rate (MB/s) 20 300 15000 600TB per day
Detector duty percentage (%) 501 50 50
One day(TB) 0.82 12.36 617.98
One run (days) 45 45| 66
Data per run (TB) 37.08 556.18 40786.74
Data per year (PB) 0.11 1.63| 119.49
a. Use the current Eiger 500K detector, 32 bits per pixel.
b. Use 1.5M detector, 16 bits per pixel. A I is E t t
c. Considering ~100x increase flux provided APS-U, and faster detector (e.g., 50 kHz) will be available at that time. na ySIS stimates
d. Considering the time spent on the experiment set up, changing sample, and beam down, etc. canning
[Chip Area (um?) 200 x200 um 300 x 300 um 500 x 500 um 1000 x 1000 um
[Target ion (nm) 20 20 20 20
Step size (um) (10 probe modes) 0.2 0.2 0.2 0.2
INumber of scan points/projection 1000000 2250000 6250000 25000000
Diffraction pattern (pixels) 512 512 512 512
Bits per pixel 32 32 32 32
Data si: jection (Bytes) 1.05E+12 2.36E+12 6.55E+12 2.62E+13
Projections 100 100 100 100
Raw data size (TB) 95.4 214.6 596.0 2384.2
[Total exposure time (days, 3 kHz) 04 0.9 24 96
[Total scan time (plus 20% overhead) 05 10 29 116
mputation
FLOI eration/diffraction/mode (ePIE] 9.44E+07 9.44E+07 9.44E407 9.44E+07
PPeak Single Precision FLOPs/Sec/GPU
Over 2 days needed to S i T i T
» time/iteration/diffraction/mode (Sec)
re co n Stru Ct 9 5T B d ataset u s I n g xlm:/’\r:e‘ri:alllon/diffracﬁan/mode (Sec) s — = =
Workstation] 2.00E-04 2.00E-04 2.00E-04 2.00E-04
200G P U s INumber of probe modes 10 10 10 10
iterations 100 100 100 100
time/diffraction (s) 0.20 0.20 0.20 0.20
[Total time using one GPU (days) 2315 5208 1446.8 5787.0
[The number of GPUs 200 200 200 200
[Parallel scalling efficiency 0.5 0.5 0.5 05
time (days) 23 5.2 14.5 57.9
ENERGY o, 16 is esti i Argonne &
Data rates and analysis estimates provided by J. Deng gonne
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FUTURE WORK

» Challenges ahead:
— Increasing data rates and volumes
— Increasing need for faster algorithms, more computing power, and more efficient utilization of existing resources

Many APS beamlines are working on improving their reconstruction code (D. Gursoy)

Ongoing effort to understand computing and data requirements for APS-U beamlines (N. Schwarz)

This will provide crucial input into facility plans for computing and data management after APS-U
machine comes online

Computlng
Ongoing work towards understanding how to make best use of external computing resources (ALCF, NERSC, etc.)
— Consolidate APS HPC/GPU cluster resources
— Develop better cluster configuration: enable resource sharing, job preemption
— Deploy cluster monitoring tools
— Invest into user training to enable more effective usage of cluster resources
— More effort for automating beamline data acquisition and real-time processing pipelines

Data Management:
— Add support for data archiving (ALCF); automate movement of older data to archive
— Enhance workflow and processing job management capabilities (DM Station GUI, Web Portal)
— System monitoring enhancements (provide easy real-time access to system usage information)
— Packaging/installation improvements (Conda-based), better user documentation

(# ENERGY 2% 18 Argonne &
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DM SITE SERVICES

= DM Database (PostgreSQL)

— Maintains information about users, experiments, and beamline
deployments

Storage Management Service (Python, REST)
— Runs on storage head nodes
— Controls storage file system permissions, which enables data

access for remote users

APS DB Service (Python, REST)
— Enables easy access to APS ESAF and GUP information

Web Portal (Java EE, Glassfish)

— Experiment management
— Support for beamline deployments

Automated utilities for synchronizing DM user
information with APS User Database

I Laboratory is a
f Energy laboratory 21
icago Argonne, LLC.
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DM STATION SERVICES

= Each beamline deployment (“DM Station”) includes several Python services:
DAQ Service, Metadata Catalog, AD Image Service, Workflow Engine

= Data Acquisition Service
— Responsible for data uploads and for monitoring local file storage

= Metadata Catalog (Mongo DB)
— File metadata are arbitrary key/value pairs
— Each experiment has its own file metadata collection

= AD Image Service
— Attaches a PV Access monitor to Area Detector PVA Server plugin channel
— Can save images in JPEG, HDF5, SDDS formats; more can be added if needed
— Uses PvaPy (EPICS7 Python API that wraps C++ libraries)
— Can keep up with a fully saturated 10Gbps link
— Actual data rates depend on storage capabilities and the chosen image format (i.e., the efficiency of the underlying
Python libraries)

= Workflow Engine provides support for managing user-defined workflows, as well as for submitting and

monitoring processing jobs based on those workflows
— Generic framework that can handle both automated real-time processing, as well as user-initiated processing and
analysis of data
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DM MONITORING

= Every DM service has a set of monitoring interfaces that enable external applications to find out about its

state

» These are used by the custom Nagios plugins that provide up-to-date information about the health of the

DM station deployments

Nagios’

General

Home
Documentation

Current Status

Tactical Overview
Map (Legacy)
Hosts

Services
Host Groups
Summary

i
Service Groups
Summary
Grid
Problems
Services (Unhandled)
Hosts (Unhandled)
Network Outages
Quick Search:

Reports

Availability
Trends  (Legacy)
Alerts

History
Summary
Histogram (Legacy)
Notifications
Event Log

System
Comments
Downtime
Process Info
Performance Info
Scheduling Queue
Configuration

S DEPARTMENT OF _ Argonne National Laboratory is a
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Current Network Status Host Status Totals Service Status Totals

lLan;l l:ep:sled: hggn Dec ;B 08:57:23 CST 2017 Up Down Unreachable Pending Ok Warning Unknown Critical Pending
jpdated every 90 seconds

Nagios® Core™ 4.3.4 - jos.org E o] o o] feof o ]l o Jlo 0]

Logged in as dmadmin
View Service Status Detail For All Service Groups

View Status Summary For Al Service Grouj
View Service Status Grid For All Service Groups

DM 11IDB Services (dm-11idb-services)

All Problems_All Types

All Problems_All Types

Service Overview For All Service Groups

DM 11IDC Services (dm-11idc-services)

DM 17BM Services (dm-17bm-services)

Host Status Services Actions Host Status Services Actions Host Status Services Actions
s11idbdm.xray.aps.anl.gov  UP Q Q ﬂ st1idcdm.xray.aps.anl.gov UP. Q Q Iﬁ s17bmdm.xray.aps.anl.gov  UP. Q B Iﬂ
DM 1ID Services (dm-1id-services) DM 32ID Services (dm-32id-services) DM 33ID Services (dm-33id-services)

Host Status Services Actions Host Status Services Actions Host Status Services Actions
sliddm.xray.aps.anl.gov UP Q B ﬂ s32iddm.xray.aps.anl.gov  UP Q B ﬁ sis.xray.aps.ani.gov  UP Q 3 ﬂ

DM 34IDE Services (dm-34ide-services) DM 35ID Services (dm-35id-services) DM 3ID Services (dm-3id-services)
Host Status Services Actions Host Status Services Actions Host Status Set s Actions
hpcs34.xray.aps.anlgov  UP Q B ﬂ despeb3.dcs.aps.anl.gov  UP. Q Q Iﬁ s3iddm.xray.aps.anl.gov UP Q Q Iﬁ

DM 5IDD Services (dm-5idd-services) DM 6BM Services (dm-6bm-services) DM 6IDB Services (dm-6idb-services)
Host Status Services Actions Host Status Services Actions Host Status Services Actions
watercress1.dnd.aps.anl.gov  UP. Q B ﬁ sébmdm.xray.aps.anl.gov UP Q B ﬁ s6idbdm.xray.aps.anl.gov  UP Q Q&

DM 6IDC Services (dm-6idc-services) DM 8IDD Services (dm-6idd-services) DM 7BM Services (dm-7bm-services)
Host Status Services Actions Host Status Services Actions Host Status Services Actions
sBidcdm.xray.aps.anl.gov UP Q B ﬁ s6iddm.xray.aps.anl.gov UP Q B.o“. s7bmdm.xray.aps.anl.gov UP Q Q&

DM 7ID Services (dm-7id-services) DM 8IDI Services (dm-8idi-services) DM Storage Services @ apsdata (dm-apsdata-storage-services)
Host Status Services Actions Host Status Services Actions Host Status Services Actions
s7iddm.xray.aps.anlgov UP Q B ﬂ s8idapps-vm.xray.aps.anl.gov UP Q Q Iﬁ apsdata.aps.anl.gov UP Q B ﬁ
DM BIOCARS Services (dm-biocars-services) DM Storage Services @ bluegill2 (dm-bluegill2-storage-services) DM TEST Services @ bluegill2 (dm-bluegill2-test-services)

Host Status Services Actions Host Status Services Actions Host Status Services Actions
bmw.cars.aps.ani.gov UP Q Q& bluegill2.aps.anl.gov UP Q B ﬁ bluegill2.aps.anl.gov UP. Q Q&

DM CHMCARS Services (dm-chmcars-services) DM Storage Services @ cleo (dm-cleo-storage-services) DM TEST Services @ cleo (dm-cleo-test-services)
Host Status Services Actions Host Status Services Actions Host Status Services Actions
bmw.cars.aps.ani.gov UP Q Q& cleo.aps.anl.gov  UP Q B ﬁ cleo.aps.anigov UP. Q Q&

DM GSECARS Services (dm-gsecars-services)

Host Status Sel s Actions
bmw.cars.aps.anigov  UP Qg8
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THE SUBMITTED MANUSCRIPT HAS BEEN CREATED BY UCHICAGO ARGONNE, LLC, OPERATOR OF
ARGONNE NATIONAL LABORATORY (“ARGONNE”). ARGONNE, A U.S. DEPARTMENT OF ENERGY
OFFICE OF SCIENCE LABORATORY, IS OPERATED UNDER CONTRACT NO. DE-AC02-06CH11357.
THE U.S. GOVERNMENT RETAINS FOR ITSELF, AND OTHERS ACTING ON ITS BEHALF, A PAID-UP
NONEXCLUSIVE, IRREVOCABLE WORLDWIDE LICENSE IN SAID ARTICLE TO REPRODUCE,
PREPARE DERIVATIVE WORKS, DISTRIBUTE COPIES TO THE PUBLIC, AND PERFORM PUBLICLY
AND DISPLAY PUBLICLY, BY OR ON BEHALF OF THE GOVERNMENT. THE DEPARTMENT OF
ENERGY WILL PROVIDE PUBLIC ACCESS TO THESE RESULTS OF FEDERALLY SPONSORED
RESEARCH IN ACCORDANCE WITH THE DOE PUBLIC ACCESS PLAN.
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